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Introduction
Trading volatility is not the newest idea in finance, even
though it is not something which is as straightforward as the
trading of other asset since volatility is not a tradable asset in
itself. It is only a quantity which is related to another trad-
able asset. However, due to the strong interest in volatility,
volatility products have emerged over the last few decades,
the most popular one being the variance swap.

The pricing of variance swaps soon gained much mathe-
matical interest. There are two types of valuation methods:
analytical and numerical. Among the analytical methods, the
pioneer work by Carr, Madan and Demeterfi and al.[1] [2]
has played an important role: it established that it is possible
to replicate the cumulated, continus, realized variance over
a given interval by a static positions in a continuum of op-
tions, plus dynamic positions in futures. Those results, albeit
of the utmost theoretical importance, face several challenges,
the most severe ones being the fact the there is no such thing
as a continuum of options for all strikes, and that the real-
ized volatility is defined through an integral [3]. However it
is worth noticing that this replicating approaches is model-
free.

Analytical approaches have also been studied in a model-
dependent framework, most of the models relying of a
stochastic volatility [4]. However, once again, the realized
volatility is apprehended with a purely mathematical point
of view, as a quantity which is defined continuously through
an integral, instead of choosing a discrete definition, as it is
the case on financial markets.

To circumvent this issue, numerical methods have been
developed [5] [6]. Nonetheless, those methods do not incor-
porate stochastic volatilities and all their characteristics.

Therefore much a�ention has been paid recently on the
question of pricing variance swaps defined discretely with a
stochastic volatility model [7] [8] [9], [10], for instance a Hes-
ton model [11]. In our paper, we choose to work with a mean-
reverting Gaussian volatility model [12]. Such a model has
already been used for the pricing a variance swap defined
discretely thanks to real returns: some interesting techniques
have been introduced, such dimension reduction and the use
of the Fourier transform, to solve this pricing problem. In our
work, we adapt those techniques to resolve a slightly di�er-
ent, but harder, problem: the pricing of variance swap defined
discretely with log-returns. Using log-returns to define a vari-
ance swap is indeed a widespread alternative to real returns
on financial markets, but such a choice adds a layer of math-
ematical complexity when it comes to pricing.

1 The Pricing Framework

1.1 The Mean-Reverting Gaussian Volatility
Model

Before considering volatility products such as variance swaps,
we must first define a model for the asset price. We choose
a mean-reverting Gaussian model [12], meaning that the
volatility of the asset is assumed to follow an Ornstein-

Uhlenbeck process. If we denote (St ) the price of the asset,
we can write: {

dSt = µStdt + νtStdBS
t

dνt = κ̃(θ̃ − νt )dt + σdBν
t

where BS and Bν are two Brownian motions under the his-
torical probability P, such that

〈
dBS

t , dB
ν
t

〉
= ρdt , µ is the

expected return of the asset, θ̃ the long-term mean of its
volatility, κ the speed of the mean-reverting behavior of the
asset volatility, σ the volatility of volatility.

If we assume that the market is arbitrage-free, it means
that there exists a risk-neutral probability, which we denote
Q. Under such a probability, the dynamics of the asset can be
rewri�en with the risk-free rate r :{

dSt = rStdt + νtStdWS
t

dνt = κ(θ − νt )dt + σdWν
t

where WS and Wν are two Brownian motions under Q, ex-
hibiting the same constant correlation ρ.

1.2 The Payo� of Variance Swaps
If we consider a time period [0, T ], a variance swap on a given
underlying S over such a period is a contract between two par-
ties: at maturity, the first one pays the second one the realized
variance of the asset over [0, T ] , while the second one pays
the first one a predetermined amount, known as the variance
strike of the contract. So, if we denote N the notional of the
contract, σ2

R(0, T ) the annualized realized variance and Kv the
variance strike, the payo� at maturity of the variance swap is
equal to:

VT =
(
σ2
R(0, T )− Kv

)
N

To compute the realized variance, it is first necessary to
consider a discretization of the time period [0, T ] with N
points: N∆t = T and ti = i∆t . Then, in real life, there are
two ways of defining the realized variance: this may be done
either with actual returns, or with log-returns. With actual
returns, the annualized realized variance is given by:

σ2
R(0, T ,N) =

A
N

N∑
i=1

(
Sti − Sti−1

Sti−1

)2

With log-returns, the annualized variance is equal to:

σ2
R(0, T ,N) =

A
N

N∑
i=1

ln2
(

Sti
Sti−1

)

Two remarks are worth noticing. First, the annualization
depends on the sampling frequency. For instance, if ∆t is
equal to one business day, since there are typically 252 busi-
ness days in a year, A = 252. With a weekly sampling, A
would be equal to 52, and so on and so forth. Second, we do
not subtract the mean of the returns in the above formulas:
considering that such a mean is equal to 0 is a common as-
sumption when it comes to variance swaps in real life. Thanks
to this assumption, variance swaps exhibit an additive prop-
erty: it is possible to construct a variance swap over a longer
period of time by considering two variance swaps on shorter
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periods of time.

According to the theory of pricing, the value Vt of the vari-
ance swap at date t ≤ T is given by the following expectation
under the risk-neutral probability Q:

Vt = EQ
t

[
e−r(T−t) (σ2

R(0, T )− Kv
)
N

]

There is usually no cost for any party to enter a variance
swap: there is no exchange of money at the inception of the
contract. This means that the value V0 should be equal to
0. This enables us to determine the fair value of the variance
strike Kv :

Kf air
v = EQ

0

[
σ2
R(0, T )

]

This fair variance strike is important since it ensures that
the variance swap is fair, meaning that nothing needs to be
paid at the inception of the contract. If the strike is not equal
to the fair variance strike, one of the parties must pay an
amount of money to the other one so as to make sure that
the contract is fair. Typically, the fair variance strike is used
when entering a variance swap. Therefore the valuation of a
variance swap amounts to the computations of the fair vari-
ance strike.

As mentioned in the introduction, we focus in our work
on the log-return case, so the fair variance strike is equal to:

EQ
0

[
σ2
R(0, T )

]
=
A
N

N∑
i=1

EQ
0

[
ln2

(
Sti
Sti−1

)]

Thus the valuation of a variance can be seen as the com-
putations of the N expectations:

EQ
0

[
ln2

(
Sti
Sti−1

)]

where S follows a mean-reverting Gaussian volatility model.
When i = 1, the situation is slightly simpler, since S0 is known;
however, when i > 0, the expectations is based on two ran-
dom variables, Sti and Sti−1 .

2 How To Mathematically Handle
The Expectation?

2.1 From One To Two Problems

As of now, we work for a given index i. For the sake of read-
ability, the index i will be omi�ed in most of the notations; if
the index i is present, it is only to remind the reader that we
work for a fixed index i.

In order to mathematically compute the expectation

EQ
0

[
ln2

(
Sti

Sti−1

)]
, we start by introducing a new variable, de-

noted D (instead of Di):

Dt =
∫ t

0
δ(ti−1 − s)Ssds

where δ(x) denotes the Dirac function in x . A simpler way of
rewriting Dt is:

Dt =

{
Sti−1 when ti−1 ≤ t ≤ ti
0 when 0 ≤ t < ti−1

The advantage of the integral form of D is just that it gives
the di�erential form: dDt = δ(ti−1 − t)Stdt .

Let us now assume that we consider a derivative whose
payo� at maturity ti is ln

2
(

Sti
Dti

)
. By definition, this payo� is

equal to ln2
(

Sti
Sti−1

)
. We denote Ut the value at t of such a

contract. If we write:

Ut = U(St , νt ,Dt , t)

where U is a four-variable function, with variables S, ν, D and
t, we have the following result:

Theorem 1: Partial Derivatives Equation
The function U is such that:

∂tU +
1
2
S2ν2∂SSU +

1
2
σ2∂ννU + ρSνσ∂SνU

+rS∂SU + κ(θ − ν)∂νU + δ(ti−1 − t)S∂DU − rU = 0

with the terminal condition:

U(S, ν,D, ti) = ln2
(
S
D

)

Albeit impressive, the PDE is not very di�icult to estab-
lish. To do so, we start by applying Ito’s formula to the process
Ut = U(St , νt ,Dt , t). This gives us:

dUt =

[
∂tU +

1
2
S2t ν

2
t ∂SSU +

1
2
σ2∂ννU + Stνtρσ∂SνU

rSt∂SU + κ(θ − νt )∂νU + δ(ti−1 − t)St∂DU

]
dt

+Stνt∂SUdWS
t + σ∂νUdWν

t

To establish the PDE, we then assume we try to reproduce
the payo� at maturity of our contract using a self-financing
portfolio P . Since we have two sources of risk in our model,
WS andWν , we consider two risky assets, each one being as-
sociated to one source of risk, plus a risk-free asset S0. The
first risky asset is the most natural one in our situation: S.
Since there is a second source of risk, we assume that there
exists a tradable asset C, whose source of risk is preciselyWν .
We denote it C. By definition, under the risk-neutral proba-
bility, C has the following dynamics:

dCt = rCtdt + γtCtdWν
t

where γt is the volatility of C.
Our portfolio can then be wri�en:

Pt = δtSt + wtCt + δ0t S
0
t

Using the self-financing assumption, we have:

dPt = δtdSt + wtdCt + δ0t dS
0
t
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= dt

[
r(Ut − δtSt − wtCt ) + δtSt r + wtCtr

]

+δtStνtdWS
t + wtCtγtdW

νt
t

Now, since our self-financing portfolio Pt aims at repro-
ducing the terminal payo�, we have Ut = Pt : the price of a
contract is the cost of its hedge. Identifying the di�erential
terms, we get the PDE of Theorem 1.

Then, using Feynman-Kac formula, we know that the pre-
mium to be paid for this derivative at t = 0 is worth:

U(S0, ν0,D0, 0) = EQ
0

[
e−rtiU(Sti , νti ,Dti , ti)

]

So

EQ
0

[
ln2

(
Sti
Sti−1

)]
= ertiU(S0, ν0,D0, 0)

The gist is to find the desired expectation by finding the
solution of the aforementioned PDE. To do so, we are going to
work, first on ti−1, ti , then on [0, ti−1 [ . On both intervals,the
PDE can be rewri�en:

∂tU +
1
2
S2ν2∂SSU +

1
2
σ2∂ννU + ρSνσ∂SνU

+rS∂SU + κ(θ − ν)∂νU − rU = 0

First we solve the PDE on the interval ti−1, ti , using the

terminal condition of theorem 1: U(S, ν,D, ti) = ln2
(

Sti
Sti−1

)
.

Then, we solve the same PDE on the interval [0, ti−1 [ , with a
terminal condition induced from the solution of the previous
problem.

2.2 Start With The End: The First Problem
Let us assume we consider a derivative of maturity T , on the
underlying S following the dynamics stated at the beginning
of this paper, and whose payo� at T is H(S). We have the
following theorem:

Theorem 2: General Solution
If the replicating portfolio (Ut ) is wri�en Ut = U(St , νt , t), mean-
ing that the function U is the solution of:

∂tU +
1
2
S2ν2∂SSU +

1
2
σ2∂ννU + ρSνσ∂SνU

+rS∂SU + κ(θ − ν)∂νU − rU = 0

with the terminal condition U(S, ν, T ) = H(S), then U can be
wri�en:

U(S, ν, t) = V (ln(S), ν, T − t)

where

V (x , ν, τ ) = F−1
[
w �→ eC(w ,τ )+D(W ,τ )ν+E(w ,τ )ν2

F {x �→ H(ex )} (w)
]

F denotes the Fourier Transform operator with the convention

F (f )(w) =
∫ ∞

−∞
f (x)e−iwxdx

and the functions C, D and E are:



E(w , τ ) =
c1(w)(−1 + e2β(w)τ )

α(w)(−1 + e2β(w)τ ) + β(w)(1 + e2β(w)τ )

D(w , τ ) = − 2c1(w)(−1 + eβ(w)τ )θκ
β(w)

[
α(w)(−1 + e2β(w)τ ) + β(w)(1 + e2β(w)τ )

]

C(w , τ ) =
1
2
ln
(
α(w)(−1 + e2β(w)τ ) + β(w)(1 + e2β(w)τ )

2β(w)

)

+ τ

(
b(w)− β(w) + α(w)

2
− c1(w)θ2κ2

β(w)2

)

+
θ2κ2c1(w)

[
2α(w)(−1 + eβ(w)τ )2 + β(w)(−1 + e2β(w)τ )

]

β(w)3
[
α(w)(−1 + e2β(w)τ ) + β(w)(1 + e2β(w)τ )

]

with α(w) = κ − iρσw, c1(w) = w2+iw
2 , β(w) =√

α(w)2 + 2c1(w)σ2, and b(w) = (iw − 1)r.

This theorem may seem rather fastidious, however, be-
yond pure technical computations, its demonstration relies
on a few simple ideas.

First we carry out two changes a variable, by se�ing x =
ln(S) ⇔ S = ex , and τ = T − t . We write V (x , ν, τ ) =
U(ex , ν, T − t). The PDE on U turns into a PDE on V :

∂τV =
1
2
ν2∂xxV + ρσν∂xνV +

1
2
σ2∂ννV

+
[
r − 1

2
ν2
]
∂xV + κ(θ − ν)∂νV − rV

with the initial condition V (x , ν, 0) = U(ex , ν, T ) = H(ex ).

We then apply the Fourier transform on the functions
whose variable is x to turn them into new functions with vari-
able w . To do so, we use the following result on Fourier trans-
form:

F (f (n))(w) = (iw)nF (f )(w)

We denote Ṽ the Fourier transform of V . The PDE on V
turns into a PDE on Ṽ :

∂τ Ṽ =
1
2
σ2∂ν2 Ṽ + Ṽ

[
−1
2
ν2(w2 + iw) + riw − r

]

+∂ν Ṽ [κθ − κν + νρσiw]

with initial condition: Ṽ (w , ν, 0) = F (x �→ H(ex ))(w).

We now assume that there exists a solution V of the fol-
lowing form:

Ṽ (w , ν, τ ) = eC(w ,τ )+D(w ,τ )ν+E(w ,τ )ν
2
Ṽ (w , ν, 0)

Then, it is possible to show that the functions E , D and C are
necessarily the solutions of a Riccati system




∂τE = 2σ2E2 − 2α(w)E − c − 1(w)

∂τD = 2σ2DE − α(w)D + 2Eκθ

∂τC =
1
2
σ2(2E + D2) + κθD + b(w)

Such a system can be resolved using common techniques re-
garding Riccati systems: the solutions is given by the three

3



4

expressions displayed in Theorem 2.

So, if Ṽ follows the above-mentioned form, necessarily C,
D and E are the expressions of Theorem 2. Reciprocally, if we
consider such a function Ṽ , it is straightforward, albeit a bit
long, to see that it verifies the desired PDE.

This gives us that:

V (x , ν, τ ) = F−1
[
w �→ eC(w ,τ )+D(w ,τ )ν+E(w ,τ )ν

2
F (x �→ H(ex )) (w)

]

and so the desired result, using U(S, ν, t) = V (ln(S), ν, T − t).

A�er this general theorem, let us go back to our pricing
issue. In order to find the solution of our first PDE on ti−1, ti ,
we use the general theorem as well as another common result
regarding the Fourier transform:

F [x �→ xn] (w) = 2πinδ(n)(w)

where δ(n) is the distribution such that:∫ ∞

−∞
δ(n)Φ(w)dw = (−1)nΦ(n)(0)

In our case, the function H (terminal condition of the gen-
eral theorem) is simply equal to:

H(S) = ln2
(
S
D

)

So H(ex ) = (x − ln(D))2 = x2 − 2 ln(D)x + ln2(D). If we write λ
is Fourier transform:

λ(w) = 2π
[
−δ(2)(w)− 2i ln(D)δ(1)(w) + ln2(D)δ(w)

]

Since the inverse Fourier transform is given by:

F−1(w �→ g(w)) =
1
2π

∫ ∞

−∞
g(w)eiwxdw

This means that

V (x , ν, τ ) = F−1
[
w �→ eC(w ,τ )+D(w ,τ )ν+E(w ,τ )ν

2
λ(w)

]

=
∫ ∞

−∞
eC(w ,τ )+D(w ,τ )ν+E(w ,τ )ν

2+iwx

{
−δ(2)(w)− 2i ln(D)δ(1)(w) + ln2(D)δ(w)

}
dw

Then V can be wri�en:

V (x , ν, τ ) = ln2(D)f (0; x , ν, τ )+2i ln(D)f ′(0; x , ν, τ )−f ′′(0; x , ν, τ ).

where
f (w ; x , ν, τ ) = eC(w ,τ )+D(w ,τ )ν+E(w ,τ )ν

2+iwx

In this expression, we clearly separate w and the other vari-
ables x , ν and τ , which can be seen as mere parameters. The
derivative is now taken regarding the true variable, i.e. w .

This gives us the solution of the first PDE, on the time pe-
riod ti−1, ti :

U(S, ν,D, t) = ln2(D)f (0; ln(S), ν, ti − t)

+2i ln(D)f ′(0; ln(S), ν, ti − t)− f ′′(0; ln(S), ν, ti − t)

So the price of our derivative contract between ti−1 and ti is
equal to U(St , νt ,Dt , t).

2.3 The Second Problem

We now have to solve the same PDE, but on the interval
[0, ti−1 [ . The terminal condition is at ti−1 and depend on the
solution of the PDE on ti−1, ti .

By continuity of the price at ti−1, we know that the price
at ti−1 is equal to U(Sti−1 , νti−1 ,Dti−1 , ti−1), where U is the so-
lution of the first problem.

In order to find the initial price of the derivative paying

ln2
(

Sti
Dti

)
, we are going to consider another pricing prob-

lem, with maturity ti−1. However, to precisely define this
new pricing problem, first we must refine the expression of
U(Sti−1 , νti−1 ,Dti−1 , ti−1), which is going to provide us with the
new terminal payo�.

Mathematically, we compute the limit, when t > ti−1,
limt→ti−1 U(S, ν,D, t). Indeed, from a mathematical point of
view, the function U is not define for t = ti−1.

Theorem 3: New Terminal Payo�
The price of the derivative paying ln2

(
Sti
Dti

)
at maturity ti can be

wri�en at ti−1:

U(Sti−1 , νti−1 ,Dti−1 , ti−1) = er∆tg(νti−1 )

where ∆t = ti − ti−1 and g a known polynomial function.

Once again, this theorem may seem fastidious to estab-
lish, but the proof is actually rather simple. Indeed, we have
just seen that:

U(S, ν,D, t) = ln2(D)f (0; ln(S), ν, ti − t)

+2i ln(D)f ′(0; ln(S), ν, ti − t)− f ′′(0; ln(S), ν, ti − t)

First

f (0; ln(S), ν, ti − t)
t→ti−1−−−−→ eC(0,∆t)+D(0,∆t)ν+E(0,∆t)ν

2+0

But it is straightforward to verify that: E(0,∆t) = 0, D(0,∆t) =
0 and C(0,∆t) = −r∆t . So we simply find:

f (0; ln(S), ν, ti − t)
t→ti−1−−−−→ e−r∆t

This result is very helpful since it ensures that the calcula-
tions are quite simple. If we focus on f ′(w ; ln(S), ν, ti − t), we
have:

f ′(w ; ln(S), ν, ti − t) = f (w ; ln(S), ν, ti − t)

{
∂wC(w , ti − t) + ∂wD(w , ti − t)ν + ∂wE(w , ti − t)ν2 + i ln(S)

}

So when t → ti−1 and w = 0, we find that the limit of the first
derivative of f (whose sole variable is w) is equal to:

e−∆t {∂wC(0,∆t) + ∂wD(0,∆t)ν + ∂wE(0,∆t)ν2 + i ln(S)
}

4



The same goes for the second derivative: it is just that the
expressions are slightly longer. We do not display here all the
calculations insofar as they are similar to what was done for
the first derivative.

At the end, we find that the expression of the limit of
U(S, ν,D, t) when t → ti−1 is equal to:

e−∆t
(
g(ν) + ln2

(
S
D

))

where g is the following function:

g(ν) = −∂wwC(0,∆t)− ∂wwD(0,∆t)ν − ∂wwE(0,∆t)ν2

− (∂wC(0,∆t))
2 − (∂wD(0,∆t))

2 ν2 − (∂wE(0,∆t))
2 ν4

−2∂wC(0,∆t)∂wD(0,∆t)ν − 2∂wC(0,∆t)∂wE(0,∆t)ν2

−2∂wE(0,∆t)∂wD(0,∆t)ν3

Beyond the length of the expression, it is important to
notice that g is merely a polynomial function.

By replacing S by Sti−1 , ν by νti−1 and D by Dti−1 , we find

the price at ti−1 of the derivative paying ln
2
(

Sti
Dti

)
at maturity

ti :
e−r∆tg(νti−1 )

because ln2
(

Sti−1

Dti−1

)
= ln2(1) = 0.

This price can now be used as the terminal payo� of a
new pricing problem on the interval [0, ti−1].

Theorem 4: General Solution
We consider a derivative on the underlying S following a mean-
reverting Gaussian volatility model: its maturity is denoted T
and its terminal payo� is F (νT ). If the replicating portfolio is
wri�en Pt = P(St , νt , t), meaning that the function P is the solu-
tion of the PDE:

∂tP +
1
2
S2ν2∂SSP +

1
2
σ2∂ννP + ρSνσ∂SνP

+rS∂SP + κ(θ − ν)∂νP − rP = 0

with terminal condition P(S, ν, T ) = F (ν), then P can be wri�en:

P(S, ν, t) =
∫ ∞

−∞
e−r(T−t)F (z)d(z ; t , T , ν)dz

where dt is the following Gaussian density:

d(z ; t , T , ν) =
1√

2πσ̄(t , T , ν)
e−

(z−µ̄(t ,T ,ν))2

2σ̄(t ,T ,ν)

with µ̄(t , T , ν) = e−κ(T−t)ν + θ(1 − e−κ(T−t)) and σ̄(t , T , ν) =
σ2

2κ (1− e2κ(T−t)).

The proof relies on the Feynman-Kac formula: thanks to
it, we know that

P(S, ν, t) = EQ [
e−r(T−t)F (νT ) |St = S, νt = ν]

The only random variable in this expectation is νT . To deter-
mine its law, we apply Ito’s formula to the process eκtνt :

d(eκtνt ) = κθeκtdt + σeκtdWν
t

Then, a�er integrating the above equation between t and
T :

νT = e−κ(T−t)νt + θ(1− e−κ(T−t)) +
∫ t

0
σeκ(s−T )dWν

s

The function in the stochastic integral is deterministic,
meaning that the integral merely follows a normal law. νT
is also a Gaussian variable, whose mean and variance are
known:

νT ≡ N

(
e−κ(T−t)νt + θ(1− e−κ(T−t)),

σ2

2κ
(1− e−2κ(T−t))

)

We now apply Theorem 4 to our second pricing problem,
on the interval [0, ti−1]: maturity is ti−1 and the payo� func-
tion F is worth the polynomial function e−r∆tg.

By construction, the initial value of this second problem is
also the initial value of our overall pricing question (maturity

ti , payo� ln2
(

Sti
Dti

)
).

Theorem 5
Based on the above reasoning, we have:

EQ
0

[
ln2

(
Sti
Sti−1

)]
= erti

∫ ∞

−∞
e−rti−1e−r∆tg(z)d(z ; 0, ti−1, ν0)dz

=
∫ ∞

−∞
g(z)d(z ; 0, ti−1, ν0)dz = EQ [

g(νti−1 ) |S0, ν0]

The final calculations are fairly easy. Indeed, g is a poly-
nomial function with degree 4, and its coe�icients are known.
For the sake of readibilty, we denote:

g(z) =
4∑

p=0

apzp

Therefore:

EQ
0

[
ln2

(
Sti
Sti−1

)]
=

4∑
p=0

apEQ
0

[
ν
p
ti−1

]

We only need to use the four first moments of Gaussian
random variable:

EQ
0

[
νti−1

]
= µ̄(0, ti−1, ν0)

EQ
0

[
ν2ti−1

]
= σ̄(0, ti−1, ν0)2 + µ̄(0, ti−1, ν0)2

EQ
0

[
ν3ti−1

]
= 3µ̄(0, ti−1, ν0)σ̄(0, ti−1, ν0)3 + µ̄(0, ti−1, ν0)3

EQ
0

[
ν4ti−1

]
= 3σ̄(0, ti−1, ν0)4 + 6σ̄(0, ti−1, ν0)2µ̄(0, ti−1, ν0)2

+µ̄(0, ti−1, ν0)4
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Sowe see that, using the expression for themean and the vari-
ance as stated in Theorem 4, and the expression of coe�icients
ap, that

EQ
0

[
ln2

(
Sti
Sti−1

)]

can be rewri�en as a polynomial function of the initial volatil-
ity value ν0. This function also depends on ti−1. Further-
more, it is specific to the problem we have consider for in-
dex i. To take into account all those dependencies, we denote
hi(ti−1, ν0):

EQ
0

[
ln2

(
Sti
Sti−1

)]
= hi(ti−1, ν0)

3 When All The Pieces Are Put To-
gether

We saw in the first part of our paper that the valuation of a
variance swap amounts to:

EQ
0

[
σ2
R(0, T )

]
=
A
N

N∑
i=1

EQ
0

[
ln2

(
Sti
Sti−1

)]

To compute such a quantity, we consider the N expecta-
tions: for i = 1..N , it is possible to prove that

EQ
0

[
ln2

(
Sti
Sti−1

)]
= hi(ti−1, ν0)

where hi is a known function, which is in particular polyno-
mial with respect to its second variable.

This result was established in the second part of our work
by considering two consecutive theoretical pricing problems,
one on ti−1, ti , the second on [0, ti−1 [ .

So, it is possible to establish an analytical formula for the
fair variance strike of a variance swap:

Kf air
v = EQ

0

[
σ2
R(0, T )

]
=
A
N

N∑
i=1

hi(ti−1, ν0)

Conclusion
In this paper, we have shown how to mathematically han-
dle the pricing of a variance swap defined discretely with log
returns, when the underlying asset follows a mean-reverting
Gaussian model. Using log returns on a discrete grid is in-
deed one of the two typical ways of writing a variance swap
on financial markets.

We saw that the valuation problem amounts to calculat-
ing N expectations, where N is number of points on the con-
sidered grid. Each one of the expectation can be turned into a
simple analytical expression. To achieve such a result, we have
considered a new pricing problem, which has then been split
into two consecutive pricing problems on di�erent intervals.

Finding a theoretical expression of the fair variance strike
of a variance swap is important: the next step would consist in

implementing the formula to see how it can be handled from
a numerical point of view, and to compare its e�iciency with
other pre-existing methods when it comes to the valuation of
variance swaps.
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